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ABSTRACT

Information technology and the media have changed the face of business practices today. Customers now play the key role for the success of any business and non-compliance to their specifications will simply lead to failure of the business. Researchers across many disciplines have worked out several modifications of the traditional process capability measures to obtain better estimates of the products capability to meet market specifications. However, these conventional capability measures heavily depend upon the theory of normality.

In this paper, we compare and contrast the Cumulative Distribution Function (CDF) method with the latest proposed process capability evaluation methods such as Burr percentile method and commonly used Clements percentile method when the underlying distribution is non-normal. A simulation study using Gamma, Weibull and Beta distributions is conducted and the comparison of the results is presented. Finally, a case study is presented using actual data from a manufacturing process.

Keywords: Process Capability Index (PCI), Proportion of nonconforming in non-normal process, CDF method, Quantile based capability indices.

1 INTRODUCTION

Process capability indices (PCIs), process yield and process expected losses are three basic means that have been widely used in measuring process performance. Of the three, PCI is least complex to understand and deploy to any process. The larger PCI value implies the higher process yield, and the larger PCI also indicates the lower process expected loss. Therefore, the PCI can be viewed as an effective and excellent means of measuring product quality and process performance [1].

The conventional process capability index $C_p$ is defined as:

$$C_p = \frac{usl - lsl}{6\sigma}$$  \hspace{1cm} (1)

where, $usl$ and $lsl$ (upper and lower specification limits) are the design tolerance limits also called customer specifications.

The process ratio for off-center process $C_{pk}$ is defined as:

$$C_{pk} = \min\{C_{pu}, C_{pl}\}$$  \hspace{1cm} (2)

where $C_{pu}$ and $C_{pl}$:

$$C_{pu} = \frac{\text{upper specification} - \text{process mean}}{3\sigma}$$  \hspace{1cm} (3)

$$C_{pl} = \frac{\text{process mean} - \text{lower specification}}{3\sigma}$$  \hspace{1cm} (4)

where $C_{pu}$ and $C_{pl}$ refer to as upper and lower one sided capability indices $\mu$ and $\sigma$ are the process mean and standard deviation respectively.

Process capability index $C_p$ defined here is heavily based on certain assumptions such as collected data is from an in-control process, independent and identically distributed and follows normal distribution. However, most of the processes in the real world produce non-normal data and the quality practitioners need to consider the basic assumptions before deploying any conventional process capability index.

The calculation of the conventional PCI measure requires the values of three points within the process distribution; the upper tail, the point of central tendency and the lower tail [2].

In normal distribution, in terms of quantiles; $X_{0.00135} = \mu + 3\sigma$ is the upper tail and $X_{0.00135} = \mu$, in

Ubiquitous Computing and Communication Journal

Earlier version of this paper has been published in the conference proceedings of IKE'07: June 2007.
general; is the median and $X_{0.00135} = \mu - 3\sigma$ corresponds to lower tail.

In case of normal data, it is easy to estimate quantile points. However, for the non-normal data, it is not easy to estimate them. To deal with non-normality, one approach is to transform the non-normal data to approximately normal data using mathematical functions. Johnson [3] proposed a system of distributions based on the moment method called the Johnson transformation system. Box and Cox [4] also used transformation method for non-normal data by presenting family of power transformations. Somerville and Montgomery [5] proposed using a square-root transformation to transform a skewed distribution into a normal one. The main objective of all these transformations is that one can apply conventional PCIs once the data is transformed to normal data.


In this paper, we will review and compare CDF, Clements and Burr methods which are commonly used to evaluate the PCIs for the non-normal data. This paper is organized in the following manner. PCI methods for the comparison study are discussed in section 2. For illustrational purposes, a simulation study using Weibull, Gamma and Beta distributions is presented in section 3 & 4, an application example with real world data is presented in section 5 and the conclusion is given in section 6.

2. PCI FOR NON-NORMAL DATA

In this section a brief review of the three different methods that are used in this paper is presented.

2.1 Clements Percentile PCI Method

Clements method is popular among quality practitioners in industry. Clements [6] proposed that $6\sigma$ in equation (1) be replaced by the length of the interval between the upper and lower 0.135 percentile points of the distribution of $X$. Therefore, the denominator in equation (1) can be replaced by $(U_p - L_p)$, i.e.

$$C_p = \frac{U_p - L_p}{U_p - L_p}$$ (5)

where $U_p$ is the upper percentile i.e. 99.865 percentile of observations and $L_p$ is the lower percentile i.e. 0.135 percentile of observations. Since the median "M" is the preferred central value for a skewed distribution, so he defined $C_{pu}$ and $C_{pl}$ as follows:

$$C_{pu} = (usl - M)/(U_p - M)$$ (6)

$$C_{pl} = (M - lsl)/(M - L_p)$$ (7)

and $C_{pk} = \min\{C_{pu}, C_{pl}\}$ (8)

Clements approach uses the standard estimators of skewness and kurtosis that are based on 3rd and 4th moments respectively, and may not be reliable for very small sample sizes [7]. Wu et al [9] have conducted a research study indicating that the Clements method cannot accurately measure the capability indices, especially when the underlying data distribution is skewed.

2.2 Burr Percentile PCI Method

Burr [11] proposed a distribution called Burr XII distribution, whose probability density function is defined by:

$$f(x) = \begin{cases} \frac{c k x^{c-1}}{(1 + x^c)^{k+1}} & \text{if } x \geq 0; c, k \geq 1 \\ 0 & \text{if } y < 0 \end{cases}$$ (9)

Cumulative distribution function is defined by:

$$F(x) = 1 - \frac{1}{(1 + x^c)^{-k}} \quad \text{if } x \geq 0; c, k \geq 1$$ (10)

where $c$ and $k$ represent the skewness and kurtosis coefficients of the Burr distribution respectively.

Liu and Chen [7] introduced a modification based on the Clements method, whereby instead of using Pearson curve percentiles, they replaced them with percentiles from an appropriate Burr distribution. The proposed modified method is as follows

- Estimate the sample mean, sample standard deviation, skewness and kurtosis of the original sample data.
- Calculate standardized moments of skewness ($\alpha_3$) and kurtosis ($\alpha_4$) for the
given sample size n (see Appendix I for details)

- Use the values of \( \alpha_1 \) and \( \alpha_4 \) to select the appropriate Burr parameters \( c \) and \( k \), Burr IW [11]. Then use the standardized tails of the Burr distribution XII to determine standardized 0.135, 0.5, 99.865 percentiles \( (X) \).

- Calculate estimated percentiles using Burr table for lower, median, and upper percentiles as follows:

\[
L_p = \bar{x} + (X \times 0.00135 \times s)
\]

\[
U_p = \bar{x} + (X \times 0.99865 \times s)
\]

\[
M = \bar{x} + (X \times 0.50 \times s)
\]

- Calculate process capability indices using equations 5-8.

### 2.3 CDF PCI METHOD

Wierda [12] introduced a new approach to evaluate process capability for a non-normal data using Cumulative Distribution Function (CDF). Castagliola [13] used CDF approach to compute proportion of non-conforming items and then estimate the capability index using this proportion. Castagliola showed the relationship between process capability and proportion of non-conforming items and used CDF method to evaluate PCI for non normal data by fitting a Burr distribution to the process data. He used a polynomial approximation to replace empirical function in the Burr distribution, and then used the proposed method given by equation (14). To calculate \( C_p \) we give a short proof of this well known result in Appendix II.

Using CDF method \( C_p \) and \( C_{pk} \) are defined by:

\[
C_p = \frac{\Phi^{-1}(0.5 + 0.5\int_{\text{usl}} f(x)dx)}{3}
\]  

(14)

\[
C_{pk} = \min(C_{pu}, C_p)
\]

(15)

where \( C_{pl} = \frac{\Phi^{-1}(0.5 + 0.5\int_{\text{lsl}} f(x)dx)}{3} \)

(16)

\[
C_{pu} = \frac{\Phi^{-1}(0.5 + 0.5\int_{\text{usl}} f(x)dx)}{3}
\]

(17)

where \( f(x) \) represents the probability density function of the process and \( T \) represents the process mean for normal data and process median for non-normal data. In this paper \( f(x) \) in Equation (14) is replaced by Equation (9) i.e. Burr density function (see details in Appendix III).

### 3. SIMULATION STUDY

Three non-normal distributions; Gamma, Weibull and Beta have been used to generate random data in this simulation. These distributions are used to investigate the effects of non-normal data on the process capability index. These distributions are known to have the parameter values that can represent mild to severe departures from normality. These parameters are selected so that we can compare our simulation results with existing results using the same parameters in the literature.

The probability density function of Gamma distribution, with parameters \( \alpha \) and \( \beta \), is given by

\[
f(x) = \frac{1}{\Gamma(\alpha)\beta\alpha} x^{\alpha - 1} e^{-\frac{x}{\beta}}, \alpha, \beta > 0, x \geq 0
\]

(18)

The parameters used in this simulation are shape=4.0 and scale=0.5.

![Gamma probability density function](image)
The probability density function of Weibull distribution with shape ($\alpha$) and scale ($\beta$) is given by
\[ f(x) = \frac{\alpha}{\beta} (x^{\alpha-1})e^{-\left(\frac{x}{\beta}\right)^\alpha}, \alpha, \beta > 0, x \geq 0 \] (19)

The parameters used in this simulation are: $\alpha = 1.0$ and $\beta = 1.2$

The probability distribution function of Beta distribution with shape 1 ($\alpha$) and shape 2 ($\beta$) is given by
\[ f(x) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1}, < 0 < 1 \] (20)

The parameters used in this simulation are: $\alpha = 4.4$ and $\beta = 13.3$

3.1 Comparison Criteria

The criterion for comparison in this simulation study is based on proportion of non-conformances (PNC). The proportion of non-confirming units for a normal distribution can be determined by [2]
\[ PNC = \Phi(-3C_{pu}) \] (21)

The $C_{pu}$ values in table (1) are computed using equation (17) where $f(x)$ is replaced by the corresponding distributions (i.e. Gamma, Weibull and Beta). Probability of non-conforming items (PNC) is calculated using equation (21) as suggested by Castagliola [13] for all three methods (e.g. for Gamma distribution with $C_{pu}$ value 0.8698, corresponding PNC value using equation (21) will be 0.0045351).

Figure 4 presents flowchart of estimating PNC and PCI’s using different methods and different non-normal distributions. The exact PNC value ($p$) in this flow chart is obtained using following equation.
\[ PNC = 1 - \int_{0}^{\text{usl}} f(x)dx \] (22)

where $f(x)$ represents the corresponding distribution function of Gamma, Weibull and Beta distributions.

3.2 Simulation Results

These $C_{pu}$ values in table (1) are used to access the efficacy of the three method in estimating process capability index for non-normal data. Table (1) shows the results of this comparison.
The simulation results given in Table (1) show that $C_{pu}$ values obtained using Clements method are worse than those obtained using Burr and CDF methods. The $C_{pu}$ values obtained using the CDF method are the closest to those $C_{pu}$ values obtained using direct distribution percentiles in the conventional approach; thus, leading to better estimates of the PCIs as compared with the Burr method.

Our comparison criteria is that the method which yields expected proportion of non-conformities closest to that obtained using exact distribution would be the most superior method.

Table (2) – proportion of nonconformance

<table>
<thead>
<tr>
<th>Distribution</th>
<th>USL</th>
<th>$C_{pu}$*</th>
<th>$C_{pu}$ Clements</th>
<th>$C_{pu}$ Burr</th>
<th>$C_{pu}$ CDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma(4,0.5)</td>
<td>6.3405</td>
<td>1.000</td>
<td>0.8698</td>
<td>0.9069</td>
<td>1.0000</td>
</tr>
<tr>
<td>Weibull(1,1.2)</td>
<td>5.0</td>
<td>1.043</td>
<td>0.9694</td>
<td>0.9738</td>
<td>1.0292</td>
</tr>
<tr>
<td>Beta(4,4,13.3)</td>
<td>0.5954</td>
<td>1.002</td>
<td>0.7434</td>
<td>0.7965</td>
<td>1.0028</td>
</tr>
</tbody>
</table>

*Computed from Equation (21) – percentile and exact distribution

The simulation results given in Table (1) show that $C_{pu}$ values obtained using Clements method are worse than those obtained using Burr and CDF methods. The $C_{pu}$ values obtained using the CDF method are the closest to those $C_{pu}$ values obtained using direct distribution percentiles in the conventional approach; thus, leading to better estimates of the PCIs as compared with the Burr method.

Our comparison criteria is that the method which yields expected proportion of non-conformities closest to that obtained using exact distribution would be the most superior method.

Table (2) – proportion of nonconformance (PNC)

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Comparison of expected proportion of nonconformance (PNC) with exact PNC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clements</td>
</tr>
<tr>
<td>Gamma</td>
<td>0.00454</td>
</tr>
<tr>
<td>Weibull</td>
<td>0.00182</td>
</tr>
<tr>
<td>Beta</td>
<td>0.01287</td>
</tr>
</tbody>
</table>

Results in table 2 show that PNC values obtained using Clements method are worse than the other 2 methods. In this table PNC values using CDF method are close to the PNC values obtained using exact distribution. Thus the later method is giving better estimates of non-conformances as compared to the commonly used Clements and Burr methods.

4. DISCUSSION

Simulation study shows that both Burr and PNC methods are estimating $C_{pu}$ values more accurately than commonly used Clements method. Looking at the results as depicted in tables 1 & 2, we conclude that:

- CDF method is superior to both percentile methods (Burr & Clements)
- Burr method is still performing better than the commonly used Clements method.

- CDF method is the one for which the estimated $C_{pu}$ value deviates least from the target $C_{pu}$ value.
- For the given sample size, PNC value obtained using CDF method is comparable with the targeted PNC value obtained from exact distribution.

During simulation, we have observed that data having moderate departure from normality provides better estimates of capability indices compared with data having severe departures from normality.

5. REAL DATA EXAMPLE

A case study using data from a manufacturing industry is conducted. All three methods have been deployed to estimate the non-normal process capability for the experimental data. Data has been collected from an in-control manufacturing process. The data is the measurements of bonding area between two surfaces with upper specification limit (USL = 24). The summary statistics of the process data is:

- $\mu$ (mean) = 23.4809, $\sigma$ = 0.5650
- $\tilde{\mu}$ (median) = 23.3963
- $\mu_3$ (skewness) = 1.1098
- $\mu_4$ (kurtosis) = 4.9740

Data

<table>
<thead>
<tr>
<th>Data</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.5</td>
<td>200</td>
</tr>
<tr>
<td>25.0</td>
<td>150</td>
</tr>
<tr>
<td>24.5</td>
<td>100</td>
</tr>
<tr>
<td>24.0</td>
<td>50</td>
</tr>
<tr>
<td>23.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5: Histogram of the real data

We have selected 30 samples of size 50 from these data points. For each sample; we computed the process capability index $C_{pu}$ and proportion of non-conforming PNC by using Clements, Burr and the CDF method. The mean and standard deviation of the estimated $C_{pu}$ values are given in table (3).
For CDF method; we have replaced the corresponding $f(x)$ by the Burr distribution. The Burr parameters for each sample have been estimated using maximum likelihood estimation. The exact PNC for experimental data is 0.168. This PNC value is obtained by using upper specification limit $USL=24$ and calculating the proportion of data that falls outside the specification limit.

The results presented in table 3, indicates that the expected PNC based on 30 samples of size 50, using CDF method is the closest estimate to the exact PNC. Table 3 also indicates that CDF method has the least variability as compared to the other two methods.

6. CONCLUSIONS

In this paper a comparison between three methods of estimating the process capability and the proportion of non-conformance in the manufacturing industry is presented. The CDF method is not sensitive to distribution of the process data and therefore can be applied to any real set of data as long as a suitable distribution can be fitted to it. However, to apply the CDF method, one must identify the corresponding distribution. One of the significant characteristics of Burr XII distribution is that, when mean, variance, skewness and kurtosis of the process data are obtained; using Burr tables (Liu and Chen [7]) we can fit a suitable Burr distribution. Therefore we can conclude that by replacing the probability density function $f(x)$ in the CDF method with the appropriate Burr density function would lead to a better estimate for PCI and PNC of non-normal data.

Simulation studies for different non-normal distributions show that the CDF method using Burr distribution produces better estimates of PCI.

This paper strongly recommends further research to extend the CDF method to non-normal multivariate PCI studies in this area.

APPENDIX I:

Standardized moments of skewness ($\alpha_3$) and kurtosis ($\alpha_4$) for the given sample size $n$ can be computed as follows:

\[
\alpha_3 = \frac{(n-2)}{\sqrt{n(n-1)}} \cdot \text{Skewness} \tag{1}
\]

where

\[
\text{Skewness} = \frac{n}{(n-1)(n-2)} \sum \left\{ \frac{(x_j - \bar{x})^3}{s} \right\}  \tag{2}
\]

where $\bar{x}$ is mean of the observations and $s$ is the standard deviation.

\[
\alpha_4 = \frac{(n-2)(n-3)}{(n+1)(n-1)} \cdot \left( \frac{\text{Kurtosis}}{3} + 3 \right) \cdot \frac{(n-1)}{(n+1)} \tag{3}
\]

where

\[
\text{Kurtosis} = \frac{n(n+1)}{(n-1)(n-2)(n-3)} \sum \left\{ \frac{(x_j - \bar{x})^4}{s^4} \right\} - \frac{3(n-1)^2}{(n-2)(n-3)} \tag{4}
\]

APPENDIX II:

Conventionally capability index $C_p$ is defined as:

\[
C_p = \frac{\text{USL} - \text{LSL}}{6\sigma} \tag{1}
\]

If the process $X$ is normally distributed with mean $\mu$ and standard deviation $\sigma$, i.e.

$X \sim \mathcal{N}(\mu, \sigma^2)$, then

\[
C_p = \frac{1}{3} \cdot \sqrt{2} \cdot \frac{1}{z} \cdot \left( \frac{z}{\sqrt{2}} + \frac{z}{2} \right) \tag{2}
\]

And $B = P(\text{LSL} < X < \text{USL})$. On face value, it is not obvious that (1) and (2) are equal. Here is the proof:
• We first note that \( P(X < USL) = \frac{1}{2} + \frac{B}{2} \) (Draw a normal graph and you will see this!)

• Since \( Z = \frac{X - \mu}{\sigma} \), we must also have that

\[
P(Z < \frac{USL - \mu}{\sigma}) = \frac{1}{2} + \frac{B}{2}
\]

(3)

which is equivalent to:

\[
\phi^{-1}(\frac{1}{2} + \frac{B}{2}) = \frac{USL - \mu}{\sigma}
\]

(4)

1. Because the pdf of \( Z \) is symmetric about the origin,

\[
\frac{USL - \mu}{\sigma} = -\frac{USL - \mu}{\sigma} = \phi^{-1}(\frac{1}{2} + \frac{B}{2})
\]

(5)

2. By equation (3). Finally,

\[
C_p = \frac{USL - LSL}{6\sigma} = \frac{1}{6} \left( \frac{USL - \mu}{\sigma} - \frac{LSL - \mu}{\sigma} \right)
\]

\[
= \frac{1}{6} \left( \phi^{-1}(\frac{1}{2} + \frac{B}{2}) - \phi^{-1}(\frac{1}{2} + \frac{B}{2}) \right) (**)
\]

\[
= \frac{1}{3} \phi^{-1}(\frac{1}{2} + \frac{B}{2})
\]

where, we have used (3) and (5), which concludes the proof.

APPENDIX III:

In this paper we fit Burr distribution function \( f(x) \) to process data and then evaluate the PCI using CDF method. To fit the data distribution with Burr distribution, we need to estimate \( c \) and \( k \) parameters. The likelihood function of univariate Burr is:

\[
L(c, k; x_1, \ldots, x_n) = \frac{c^n k^n \prod_{i=1}^{n} (x_i)^{c-1}}{\prod_{i=1}^{n} (1 + x_i^c)^{k+1}}
\]

(1)

In univariate Burr distribution there are two parameters \( c \) and \( k \); and to estimate these parameters the maximum likelihood function with sample size \( n \) is:

\[
\log L = n \log(c) + \log(k) - (1 + k) \sum_{i=1}^{n} \log(1 + x_i^c) + (c - 1) \sum_{i=1}^{n} \log x_i
\]

(2)

The deferential equations with respect to parameters \( c \) and \( k \) are:

\[
\frac{\partial l}{\partial c} = \frac{n}{c} + \sum_{i=1}^{n} \log x_i - (k + 1) \sum_{i=1}^{n} \frac{\log x_i \log x_i^c}{1 + x_i^c}
\]

(3)

\[
\frac{\partial l}{\partial k} = \frac{n}{k} - \sum_{i=1}^{n} \log(1 + x_i^c)
\]

(4)

In this paper, unknown Burr parameters \( c \) and \( k \) have been determined by maximizing equation (2) using systematic random search algorithm named “Simulated Annealing”.
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