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Abstract

With the widespread use of broadband access technologies and the development of high-speed Internet backbones, the requirement for high-performance metropolitan area networks (MANs) is increasing. Traditional ring- or star-based metro networks are costly to scale up to high speed and cannot recover from multiple failures, while backbone solutions are too expensive to fit into the cost-sensitive metro market. This paper proposes a virtual fully connected (VFC) architecture for metro networks to provide high-performance node-to-node all-optical transportation. The architecture emulates a fully connected network by providing optical channels between node pairs without intermediate buffering, and thus realizes single-hop transportation and avoids expensive packet routers. In addition, a scheduling algorithm is developed for medium access control and dynamic bandwidth allocation, which achieves 100% throughput and provides a fairness guarantee. Simulations show that the VFC network achieves good performance under both uniform and non-uniform loads.
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1. Introduction

With the development of Internet technologies, metropolitan area networks (MANs) are becoming increasingly important in providing high-performance interconnections among access networks (ANs), high-end users (such as Internet service providers (ISPs)) and wide-area backbones. Unlike ANs used for traffic aggregation and distribution among end users, traffic flows carried by a MAN are rather arbitrary; some are within the same MAN (e.g., from one AN to another or to an ISP) and others are routed to and from the backbone, which generates fully meshed traffic matrices for MANs. At the same time, broadband access technologies (such as digital subscriber line (DSL) technologies, cable modem and Ethernet passive optical network (PON)), as well as emerging applications (e.g., peer-to-peer and video communication) bring increasing bandwidth requirements in metro networks. From this point of view, MANs are more like backbones by providing broadband meshed channels, even though they span much shorter distances (usually 200–300 km) Nevertheless, they differ from backbones in that the metro market is more cost sensitive, which prevents the application of high-performance yet costly backbone solutions to metro networks.

This paper proposes a novel architecture for a WDM MAN, called a virtual fully connected (VFC) network. The main advantages of a VFC network lie in the following aspects. First, by providing bufferless single-hop transportation between node pairs, the architecture introduces a cost-effective high-speed solution without using expensive routers. Second, it is designed to support dynamic bandwidth allocation according to traffic fluctuation, which is of special importance to metro networks where the traffic tends to be bursty. At the same time, the proposed scheduling algorithm provides 100% throughput, as well as guaranteed fairness. Third, it is topology independent, and thus can be combined with mesh physical topology to provide high reliability under multiple failures.

The remainder of this paper is organized as follows. The next subsection gives a brief review of related work. Section 2 describes VFC architecture in detail; Section 3 explains the scheduling algorithm; Section 4 presents simulated performance evaluation; and Section 5 concludes the paper and addresses our future work.

1.1. Related work

Several bufferless WDM network architectures have been proposed, such as RAINBOW [8], LAMBDANET [6], HORNET and WDM star based on an arrayed-waveguide grating (AWG) [11]. However, all of them are based on either ring or star topology, which suffer from poor reliability and scalability. In ring networks, although a single failure can be recovered very fast, double failures separate the network into two parts. In addition, an increase in node number leads to a longer circumference, where the potential long light path may cause low bandwidth utilization and poor signal quality. On the other hand, stars cannot even recover from a single failure. A recent improvement in AWG-based stars is to introduce a passive star coupler (PSC)-based broadcasting network in parallel; however, this still cannot recover from multiple failures. Besides, an increase in node number puts a heavy burden on the center node and a PSC may not work with a high split degree.

Time domain multiplexing is employed for fine granularity bandwidth allocation in WDM networks and, where the problem of routing,
wavelength and time-slot assignment is similar to the routing and wavelength assignment in traditional WDM networks. This architecture requires high-speed optical switches for slot channel establishment, which is non-trivial. The proposal in [3] avoids frequent network configuration by connecting a number of nodes using a unidirectional wavelength channel called a light trail, which functions as a time-domain shared medium. Each node is able to receive from the upstream and send to the downstream nodes by decoupling from and coupling to the traversing optical signal. Due to the power splitting at each node, the length of a light trail is limited and the expected length is 5 hops [3].

Recently, a single-hop optical network architecture called time-domain wavelength interleaved network (TWIN) has been proposed. In this architecture, each edge node has a tunable laser transmitter and a fixed optical receiver. The tunable laser can be dynamically configured to generate signals at one of a number of wavelengths; while the fixed receiver works at a predetermined wavelength. In the intermediate nodes, incoming signals at the same wavelength are simply combined together and directed to a predetermined route. A unique wavelength is allocated to the receiver of each edge node in advance, thus sending signals to a particular edge node can be realized by tuning the laser to the corresponding wavelength. The advantage of this proposal is that there is no high speed packet switching and electrical processing in the intermediate nodes, which reduces cost and complexity of the network.

Two types of contentions exist in TWIN: An edge node may have traffic to multiple destinations but the tunable laser can transmit to a single destination at a certain time; On the other hand, multiple nodes may have traffic to the same destination but the destination can accept signals from at most one node at any time. Therefore, a network wide scheduling is required to coordinate the transmission of the tunable lasers in the whole network. This issue is similar to the scheduling in packet switches, but the significant difference comes from the non-negligible propagation delay, which makes it very difficult to achieve high throughput and low delay.

A centralized scheduling algorithm called TWIN iterative independent set (TIIS) is proposed in TIIS assumes the scheduler knows the traffic change at each node immediately and uses this information to arrange the transmission. However, the delay to collect such information cannot be avoided. Extending the algorithm to deal with such delay is not straightforward. The reason can be briefly explained using a simple example where node S1 and S2 are sending to D. Suppose the delays between S1, S2 and the scheduler are \( t_1 \) and \( t_2 \), respectively, if \( t_1 = t_2 = 0 \), then any change of the queues in S1 and S2 can be immediately observed and used for the scheduling. In contrast, if \( t_1 = 0 \) and \( t_2 = 1 \) ms, then a new arrival at S2 will experience a delay of at least \( 2t_2 \) before being sent out. This delay is inevitable even if the queue is empty. Therefore, the delay performance is seriously affected and the algorithm does not provide fairness among nodes with different propagation delays. Under dynamic traffic, such delay may deteriorate the throughput performance as well. In addition, the algorithm is designed to work under the assumption that the traffic is admissible, i.e., no overload may occur. However, such assumptions may not apply to real networks where overload may be caused by special events, denial of service (DoS) attacks, etc.

2. Architecture of VFC network

2.1. Node architecture

Each node consists of two parts: a service access module (SAM) and an OXC, as illustrated in Fig. 1. The OXC is different from traditional ones in that it contains passive optical combiners inside. For clarity, Fig. 1 shows a simple case where all the signals on the same wavelength are combined together and routed to a certain output fiber. In real cases, the node can be designed such that each input wavelength can be routed to any output fiber according to the configuration, and only those destined for the same output port are combined together. In particular, signals on the node’s home wavelength are combined and terminated in a local receiver. With recent advances in low-loss optical combiners [12], it is feasible to include none or only a few optical amplifiers in metro networks using the proposed nodes, since there is no power splitting and such networks span a limited distance.

2.2. Network architecture
With the above node architecture, a WDM network with $N$ nodes can be decoupled into $N$ wavelength trees by configuring the OXC of each node properly. Suppose node $i$ utilizes $\lambda_i$ as its home wavelength, then it acts as the root of a spanning tree occupying $\lambda_i$, and the other nodes are the leaves. Fig. 2 illustrates a six-node network and three wavelength trees destined to nodes A, B and C, respectively; the trees to D, E and F can be created similarly.

Within a tree, signals from any leaf node can be transported to the root through the parent nodes and, since no buffering is introduced along the route, the transportation can be regarded as a single hop even if the signal traverses multiple intermediate nodes. Note that each node acts as the root of a unique wavelength tree and is able to receive from all the other nodes; transportation between any node pair is via a single hop, and thus we can say that the network is virtual fully connected.

Although the size of a VFC network is constrained by the number of wavelengths in each fiber, a large network can be divided into multiple sub-networks, as discussed later. In addition, advances in dense WDM technology have greatly relieved this constraint by increasing the available wavelength channels in each fiber.

The policy used to generate the spanning trees does not affect the throughput (as shown in the next section). Nevertheless, the tree based on the shortest paths offers the best delay performance since such trees have the minimum propagation delay. The concept of wavelength tree in this paper is similar to the destination tree in the TWIN architecture. However, our architecture is different in that each node consists of a fixed laser array instead of a single tunable laser. Although a seemingly minor modification, our new architecture enables the design of network scheduling algorithms that provide high performance in terms of throughput, delay and fairness. The difference between the two architectures can be explained using Fig. 2 with three demands: $F \rightarrow A$ using $\lambda_1$, $F \rightarrow B$ using $\lambda_2$ and $B \rightarrow A$ using $\lambda_1$. In the case of TWIN, $F$ has a single laser thus cannot send to both $A$ and $B$. At the same time, node $A$ cannot receive from both $F$ and $B$. Therefore, the scheduler needs to resolve the contentions at both source and destination nodes. Taking into account of the propagation delay, design of such algorithms is non-trivial. On the other hand, our architecture eliminates the contentions at source nodes by using a fixed laser array, i.e., $F$ is allowed to send to both $A$ and $B$ simultaneously. Thus the algorithm design is greatly simplified. An algorithm is proposed in this paper and is proved to provide 100% throughput.

In each wavelength tree, all the leaf nodes send signals using the same wavelength and the signals are simply combined together on the way to the destination. Therefore, the wavelength tree is a shared medium among the leaf nodes, which requires network scheduling for the media access control to avoid signal collision in both the intermediate and destination nodes. In Fig. 3, suppose nodes A, B and D are sending to $F$, the paths share three nodes C, E and F, which are the potential places to experience signal collision. The scheduling algorithm must control the transmission time of A, B and D such that their signals do not arrive at those nodes simultaneously. The problem can be simplified by only considering the collisions at the root node, as stated by the following theorem.

**Theorem 1**

Given a wavelength tree and supposing the width of each optical signal is 0, as long as two signals arrive at the root at different times, they do not collide anywhere in the tree.

**Proof**

Suppose signals 1 and 2 (either from a single node or from two different nodes) arrive at the root at times $t_1$ and $t_2$ without collision, there must be

$$t_1 \neq t_2.$$  \hfill (1)

If signals 1 and 2 do not share any intermediate node, there will be no collision at all. Otherwise, suppose both of them traverse node $i$. Since no alternate route can be found from any node to the root in a tree, the two signals must take the same route from $i$ to the root. Denote the delay from $i$ to the root as $\tau$, the arrival times of signals 1 and 2 at node $i$ can be expressed as $t_1-\tau$ and $t_2-\tau$, respectively. According to (1), we have:

$$t_1-\tau \neq t_2-\tau.$$  \hfill (2)

This means they do not collide in $i$, and the proof is completed.
addition, since the number of signaling packets is determined by the control algorithm, the traffic distribution is highly predictable, which makes it possible to achieve low packet delay by carefully designing the routing protocol.

2.4. Timing

Consider the tree in Fig. 5; the propagation delay from node \(i\) to the root is denoted as \(d_i\), and the delay between two neighboring nodes \(i\) and \(j\) is denoted as \(d_{ij}\). If each of the nodes \(i\) and \(j\) sends out an optical pulse with width \(w\), according to (1), the transmission times \(t_i\) and \(t_j\) must satisfy the following condition to avoid conflict (Fig. 5 shows the case \(i=1\) and \(j=4\)):

\[
|t_i+d_i−t_j+d_j|>w. \quad (3)
\]

Note that the signaling packets do not introduce heavy traffic, and thus a lightly loaded network can be achieved without high-speed packet switches. In

2.3. Control network

Since the network is decoupled into multiple trees, a scheduler is needed by each of them to coordinate the medium access of the transmitters for collision avoidance and bandwidth allocation. The schedulers can be located either centralized or distributed:

- Centralized: all the schedulers are put together in a single node. This facilitates network management and algorithm upgrade, but it brings the drawback that the scheduling node must have high reliability and strong computation ability. The node is critical and its failure disrupts the whole network; usually a backup scheduler is highly necessary for this solution.

- Distributed: the scheduler for each tree is geographically distributed, usually located in its root node. In this case, each scheduler has low complexity and its failure does not affect other trees.

A control network is employed to transport two kinds of signaling data: queuing information from the TXs to the schedulers and scheduling results in the reverse direction. A packet-switched control network with the same topology as the physical one is used in our proposal, which is constructed by putting a packet switch in each node and connecting the neighboring switches with a certain wavelength, as shown in Fig. 4.

For the first issue, since no buffering is introduced in the tree and the physical network is constant once deployed, the delay can be calculated from the link delays along each route, e.g., in Fig. 5, \(d_1=d_{1,3}+d_{3,5}+d_{5,6}\). The delay between neighboring nodes can be precisely measured by an optical loop-back. If a non-negligible delay exists within each OXC, the calculation can easily be modified accordingly.

For the second issue, a possible solution is to synchronize the whole network using a global positioning system (GPS); however, this introduces considerable complexity and cost. Alternatively, we propose a compensation solution that does not require network-wide synchronization. In Fig. 5, we denote the system clock for node \(i\) as \(clk_i\) and use the root clock as the standard time \(clk\). By equipping each node with a high-accuracy digital clock, the offset \(Δ_i=clk−clk_i\) can be considered constant during a certain period of time (in the millisecond range). In this case,
letting node \( i \) transmit at time \( t \) according to \( \text{clk} \) is equivalent to starting the transmission at \( t-\Delta_i \) according to \( \text{clk}_i \). Thus, the difference between the local clock and the standard clock is compensated by the offset, which can be measured by periodically sending time stamps to the root node. For instance, suppose the root clock counts to \( t \) when a time stamp arrives from node \( i \) indicating its transmission time as \( t' \), then the offset can be calculated as:

\[
\Delta_i = t - (t' + d_i).
\]

For simplicity, the following discussion assumes that \( \Delta_i = 0 \) holds over the whole network.

In each wavelength tree, super-packets are transmitted in fixed-length slots, together with a guard time, a series of preamble bits and a time stamp, as shown in Fig. 6. The guard time compensates for the inaccuracy of the propagation delay, the preamble bits are used for clock data recovery (CDR) at the receiver, and the time stamp can be used for the calculation in (4).

![Slot structure](image)

**Fig. 6. Slot structure.**

2.5. Survivability

Failure recovery in VFC networks is simple and efficient. Note that data transmissions to a particular node follow a spanning tree with that node as the root, any single or multiple failures can be recovered as long as the physical topology remains as a connected graph. The detection of a failure triggers the following three steps for service recovery:

1. Generate a new spanning tree for each node using its home wavelength;
2. Reconfigure the related OXCs to construct the spanning trees; and
3. Update the delay parameters of the scheduler.

The OXC reconfiguration is straightforward and how to obtain the propagation delay is discussed in Section 2.4. Thus the remaining problem is how to find the new spanning tree. The issue on finding a spanning tree has been researched in graph theory and the results can be directly applied to our proposal. Such algorithms do not have high complexity, it has been shown that even the minimum spanning tree can be found with linear complexity [9]. In particular, the recovery does not have to recalculate the whole spanning tree. Instead, only the nodes that are separated from the original tree need to be considered while the other nodes can be kept unchanged. This means the complexity of the spanning tree recalculation can be further reduced. Fig. 7 shows the recovery of the spanning tree for node A under the failure of link A–E (refer to the physical topology in Fig. 2). Only nodes E and D need to be reconnected to the tree through alternate paths, while the connections from the other nodes remain unchanged.

![Failure recovery for a spanning tree](image)

**Fig. 7. Failure recovery for a spanning tree.**

It is worth noting that the control network carrying signaling packets also needs to be recovered in the case of failure; the rapid restoration of such networks under multiple failures has been investigated in our previous work and can be directly applied to VFC networks.

3. Weighted slot-channel scheduling (WSCS)

Since each wavelength tree is a shared medium among the TXs, a scheduling algorithm is needed to coordinate transmissions for collision avoidance, as well as bandwidth allocation. The basic idea of a scheduling algorithm is to arrange the transmission time (start time and duration) for each TX according to its backlog, within the context of a non-negligible propagation delay (i.e., the delay from the TXs to the receiver and the delay between each TX and the scheduler). This section gives the mathematical formulation of the problem and presents the details of our scheduling algorithm. Without loss of generality, the following discussion assumes the bandwidth of each wavelength to be 1.
3.1. Problem description

With the network decoupled into multiple independent wavelength trees, we only need to consider a single tree for the problem of scheduling. Given a tree with TX set

\[ V = \{1, 2, ..., N\}, \]

the arrival rate of TX \( i \in V \) is denoted as \( a_i \), and its propagation delay to the scheduler and the receiver are \( \delta_i \) and \( d_i \), respectively. Scheduling of a tree can be modeled as a service control problem in a multi-queue one-server system. If the scheduler is located in the receiver, we have \( d_i = \delta_i \) \((i \in V)\). This paper considers the general case without regulation between \( d_i \) and \( \delta_i \).

Assume the \( k \)th transmission of TX \( i \) takes place during \( [s^i_k, e^i_k) \), then the time occupation of the first \( K \) transmissions at the receiver is:

\[ T^i_K = \sum_{k=1}^{K} \left( e^i_k - s^i_k \right). \]

and the total length of the occupation time is

\[ T^R_K = \sum_{i=1}^{N} T^i_K. \]

The requirements for a good scheduling algorithm can be expressed as:

1. Collision-free: signals from different TXs never overlap in the receiver; according to (1), this means

\[ \bigcap_{i \in V} T^i_K = \emptyset, \quad K = 1, 2, \ldots. \quad (6) \]

2. 100% Throughput: the arrival rate at the receiver equals the aggregated arrival rate at the TXs under admissible traffic and is 1 in the case of overload:

\[ \lim_{K \to \infty} \frac{\sum_{i \in V} T^i_K}{\min_{i \in V} a_i} = \min \left( 1, \sum_{i \in V} a_i \right). \quad (7) \]

3. Fairness: each TX is guaranteed a bandwidth of \( 1/N \):

\[ \lim_{K \to \infty} \frac{T^i_K}{\min_{i \in V} a_i} \geq \min \left( \frac{1}{N}, a_i \right), \quad i \in V. \quad (8) \]

3.2. Related work and basic ideas

Although several scheduling algorithms for multi-queue one-server systems have been proposed (e.g., generalized processor sharing (GPS) [15], weighted fair queuing (WFQ) [4] and deficit round robin (DRR), they address the case without propagation delay, where the scheduler determines the next slot transmission based on current queue information. On the other hand, our problem deals with a non-negligible delay, whereby the scheduler has to depend on the old queue information to determine future transmissions. Thus, existing algorithms are not applicable to our problem, as depicted in Fig. 8.

A similar issue has been investigated in the context of an Ethernet passive optical network (EPON), in which multiple optical network units (ONUs) are connected to a single optical link terminal (OLT). The OLT broadcasts to all the ONUs, while the upstream optical channel is shared among the ONUs. A framework called a multi-point control protocol (MPCP) has been developed by the IEEE 802.3ah Task Force for upstream media access [14], and a number of dynamic bandwidth allocation (DBA) algorithms have been proposed to control the transmission of each ONU [1], [13]. Due to the short length of the fibers in EPON (usually several miles), the propagation delay between the OLT and each ONU is in the microsecond range, and thus the transmission can be assigned on-demand, for example, by polling [10]. However, metro networks usually span a much greater distance, which drives us to develop a new scheduling algorithm for VFC networks.

The basic ideas behind our algorithm can be stated as follows:

1. In the case of a light load, it is important to allocate the bandwidth proactively among the TXs rather than have pure on-demand transmission time assignment, whereby each packet has to experience the propagation delay of sending the queue length to the scheduler and waiting for feedback.
(2) Under a heavy load where the aggregate queue length in the transmitters remains non-zero for a long time, keeping the server in the busy state guarantees 100% throughput, which means the scheduler has to consider the propagation delay and carefully arrange the medium access switch over from one TX to another, so that the bandwidth is fully utilized, i.e., the backlog of the first TX is not emptied before the switchover point.

(3) With non-uniform traffic, a greedy TX is eligible to obtain excess bandwidth not used by the other TXs; once a normal TX is found to be insufficiently served, the greedy TX is punished by reassigning some of the bandwidth to the normal one.

3.3. Definition of a slot-channel

According to Section 2, the transmission of signals is based on the unit of a slot. Without loss of generality, we set the slot length to 1 and denote the time interval \( [m, m+1) \), \( m = 0, 1, \ldots \) in the receiver as slot \( m \); thus, a wavelength can be divided into \( N \) slot-channels, as defined below.

Definition: Given an index \( n(n=0,1,\ldots,N-1) \), slot-channel \( CH_n \) is defined to include a series of periodic slots \( n+kN, k=0,1,2,\ldots \).

For simplicity, we use the word channel for slot-channel in the following discussion. It is clear that two TXs never collide with each other as long as they transmit on different channels. Once \( CH_n \) is assigned to TX \( i \), super-packets from the TX arrive at the receiver in slots \( n+kN \) (for \( k=K,K+1,\ldots,K+M \)) periodically, where \( K \) and \( K+M \) are the beginning and ending period determined by the scheduler. Based on slot-channels, a good scheduling algorithm should be designed according to the following principles:

(1) At any time a channel is assigned to at most one TX to avoid medium access collision;

(2) Channels are dynamically reassigned among the TXs for adaptive and fair bandwidth allocation, where reassignment is based on the queue states of the transmitters; and

(3) To guarantee bandwidth utilization, switching channel access from one TX to another needs to be contiguous (i.e., no slot is left unused during the switchover), which requires careful consideration of the propagation delay.

Fig. 9 shows a tree with nodes 1–4 sending to node 5, and the wavelength is divided into four channels: a, b, c and d. TXs 1 and 4 are assigned to channels d and b, respectively; TX 2 is under a heavy load and occupies two channels: a and c; TX 3 is idle and has no occupation.

3.4. Weight and state of each transmitter

Generally speaking, TXs with long queues require more bandwidth. However, a non-negligible propagation delay prevents the scheduler from obtaining up-to-date queue lengths, which may lead to a mismatch between the bandwidth requirement and the real allocation. In the proposed algorithm, a weight is first calculated for each TX according to its most recent queue length and the propagation delay between the TX and the scheduler; then the TX is classified as a certain state, according to the value of its weight. Channel allocation among the competing TXs is carried out based on their weights and states, which indicate whether a TX occupies excessive or insufficient bandwidth.

At time \( t \), we denote the queue length and occupied channel number of TX \( i \) as \( Q_i(t) \) and \( C_i(t) \), respectively. With a predetermined threshold \( H_i \) (which increases with the propagation delay and is explained later), an expected channel occupation is derived for the TX according to the following definition:

\[
C_i^e(t) = \max \left( N, \left\lfloor \frac{Q_i(t) H_i}{B} \right\rfloor \right), \quad i \in \mathcal{V},
\]

where the Gaussian function \( \lfloor x \rfloor \) is the maximum integer less than or equal to \( x \).

With \( C_i(t) \) and \( C_i^e(t) \), the weight of TX \( i \) is calculated according to Table 1 and the state is derived accordingly. Comparison between \( C_i(t) \) and \( C_i^e(t) \) indicates whether the bandwidth assigned to TX \( i \) is excessive or insufficient. It is worth noting that the case in which a TX occupies either no or a single channel is specifically considered to avoid starvation and achieve low latency, which is explained in the following section.
Table 1. State and weight calculation

<table>
<thead>
<tr>
<th>Condition</th>
<th>Weight</th>
<th>Range</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_i &gt; G_j = 0 )</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td>HIGH0</td>
</tr>
<tr>
<td>( G_i &gt; G_j = 1 )</td>
<td>( G_j )</td>
<td>([2,N])</td>
<td>HIGH1</td>
</tr>
<tr>
<td>( G_i &gt; G_j &gt; 1 )</td>
<td>( G_j/G_i )</td>
<td>( \frac{1}{\sqrt{G_j}} )</td>
<td>HIGH</td>
</tr>
<tr>
<td>( G_i = G_j = 0 )</td>
<td>( 1 + \frac{1}{G_j} )</td>
<td>( 1 + \frac{1}{G_j} )</td>
<td>FAIR0</td>
</tr>
<tr>
<td>( G_i = G_j = 1 )</td>
<td>( 1 + \frac{1}{G_j} )</td>
<td>( 1 + \frac{1}{G_j} )</td>
<td>FAIR1</td>
</tr>
<tr>
<td>( G_i = G_j &gt; 1 )</td>
<td>( 1 )</td>
<td>( 1 )</td>
<td>FAIR</td>
</tr>
<tr>
<td>( G_i &lt; G_j = 1 )</td>
<td>( 0 )</td>
<td>( 0 )</td>
<td>LOW1</td>
</tr>
<tr>
<td>( G_i &lt; G_j &lt; 1 )</td>
<td>( G_j - G_i )</td>
<td>([−N,−1])</td>
<td>LOW</td>
</tr>
</tbody>
</table>

3.5. Channel reassignment

Achieving high throughput, it is necessary to allocate more channels to the TXs with high weight; to guarantee fairness, no starvation should be introduced to TXs with non-empty queues; at the same time, a reassignment policy should be designed so as to achieve a low delay in the case of a light load. The details of the proposed policy are listed below and illustrated in Fig. 10. Where an arrow from A to B means channel reassignment from a TX in state A to another TX in state B is allowed.

1. To favor the TXs under a heavy load, channel reassignment takes place only from low-weight TXs to high-weight ones.

2. To avoid starvation of non-empty queues, a TX in state HIGH1 or FAIR1 is never deprived of its single occupation and a TX in HIGH0 is always able to obtain a reassignment.

3. To avoid excessive bandwidth allocation, a TX in state FAIR1, FAIR, LOW1 or LOW is never assigned a new channel.

4. To achieve good delay performance, a TX in state FAIR0 is also eligible for channel assignment in the case of a light load, and thus a newly arrived packet is able to be transferred immediately.

5. When TX i is in state FAIR or HIGH and one of its channels is assigned to j, it must satisfy the condition that the sum of the two TX weights is decreased after the reassignment. This assures fairness by preventing greedy traffic from being assigned too many channels. For example, suppose TX i is subject to greedy traffic and is in state HIGH with \( G_i = 10, G_j = 8 \), and TX j experiences normal traffic and is in state FAIR with \( G_j = 2, G_i = 2 \). In this case, channel reassignment from j to i is not allowed and normal traffic is protected from greedy traffic.

3.6. Threshold calculation

Suppose the scheduler sends out a command at time T to reassign CHn from j to i, as illustrated in Fig. 11. Due to the propagation delay, the first signal from i is transmitted no earlier than \( T + \delta_i \). From the time the scheduler issues the reassignment to the time when the first signal from i is sent out, we say CHn is locked by i. A locked channel is not eligible for another reassignment until it is unlocked. In Fig. 11, CHn is locked by i during \([T, T_i]\).

For simplicity, we assume the channel in Fig. 11 is time-continuous, which does not affect the correctness of our discussion. At the receiver, the first signal from i arrives at \( T + \delta_i + d_i \), and the arrivals from j do not stop until \( T + \delta_j + d_j \) or later. Combining these, the first transmission time for i is set as:

\[
T_i = T + \max(\delta_i + d_i, \delta_j + d_j) - d_i, \tag{10}
\]
The above configuration guarantees conflict-free channel reassignment, in which signals from a newly assigned TX will not overlap with those from the old one. To achieve 100% throughput under a heavy load, it is also necessary to ensure that no slot is wasted during each channel reassignment, which means $j$ does not empty its queue before $T_j$ in Fig. 11. If the system is under a heavy load, the release of $CH_n$ from $j$ takes place as soon as $j$ occupies more channels than the expected number. Note that the weight of $j$ is rounded with $H_j$; it is easy to see that a large enough value for $H_j$ will guarantee a seamless reassignment. However, a large threshold introduces a long delay, which makes it necessary to determine the lower bound of $H_j$. Since the bandwidth of each channel is $1/N$, we only need to ensure that:

$$\frac{\delta_j+(T_j-T)}{N}=(\delta_j+\max(\delta_i+d_i,\delta_j+d_j)-d_j)/N.$$ (12)

Note that (12) is obtained assuming a time-continuous channel, while the channel slots are actually periodic, and thus the lowest threshold guaranteeing 100% throughput in WSCS is:

$$H_j^*=(\delta_j+(T_j-T))/N=(\delta_j+\max(\delta_i+d_i,\delta_j+d_j)-d_j)/N.$$ (13)

which is called the critical threshold.

Using a threshold lower than the critical threshold reduces the waiting time for a TX to obtain a channel assignment and improves the delay performance. Note that the throughput is not deteriorated under a light load, and thus adjusting the threshold adaptively to the network load is a good choice. In WSCS, the load can be reflected by the maximum unified queue length:

$$\rho^u(t) = \max_{j \in V} \frac{Q_j(t)}{N \cdot B_t},$$ (14)

and threshold adjustment is carried out like a Schmidt trigger, as shown in Fig. 12. The value of $H_i$ is initialized to 1, then changed to $H_i^*$ once $\rho^u$ increases over 0.7, and is set back to 1 if $\rho^u$ drops below 0.3. It is shown in Section 4 that this approach yields good delay performance, as well as 100% throughput.

### 3.7. Scheduling algorithm

The scheduler is activated in each slot to perform multi-cycle scheduling, where each cycle searches for a pair of TXs with the maximum and minimum weight and determines whether to reassign a channel from the latter to the former. The detailed operations are:

1. Mark each locked channel as unlocked if its new occupant has started transmission;
2. Perform threshold adjustment according to the system load;
3. Calculate the state and weight of each TX;
4. Find a TX $i$ with the maximum weight; if there are multiple candidates with the same weight, choose one of them randomly;
5. Find a TX $j$ with the minimum weight and an unlocked channel $CH_n$; if there are multiple candidates, choose one of them randomly. If such a TX is not available, exit; otherwise go to the next step; and
6. If the reassignment of $CH_n$ from $j$ to $i$ does not comply with the policies in Section 3.5, the algorithm exits; otherwise issue the reassignment command, update the states and weights of $i$ and $j$, and return to Step (4).

As illustrated in Fig. 13, the state of a TX is changed by both scheduling and traffic arrival/departure. By performing channel reassignment, the scheduler tries to maintain a balance between the arrivals and departures for each TX. For instance, a large volume of arrivals tends to push a TX into state HIGH; meanwhile, the scheduler tries to drag the TX into state FAIR by assigning it more channels. Several features of the algorithm are listed below:

- A TX with no assignment has the highest priority to obtain a channel once its queue length exceeds the threshold, and thus starvation is avoided;
- Under a light load, all the TXs tend to remain in FAIR1 or LOW1, which is similar to fixing each TX to a certain channel, and thus good delay performance is achieved, since a new arrival is transmitted without
requesting the scheduler for channel reassignment; and

- A TX with a heavy load tends to obtain more service without blocking lightly loaded ones, which achieves high bandwidth utilization and fairness guarantee simultaneously.

3.8. Throughput performance

**Theorem 2**

WSCS achieves 100% throughput under arbitrary admissible traffic.

**Proof**

Consider the case for which \( Q_j(t) \to \infty \); according to (14), the system is under a heavy load and all the TXs use the critical thresholds. In this case, channel reassignment is without loss, in that each slot is filled with a super-packet, which means the aggregated service rate of the queues is 1. Under admissible traffic, the aggregated arrival rate \( \sum_{j \in \mathcal{V}} \lambda_j \leq 1 \).

**Theorem 3**

With N TXs, WSCS guarantees each one a bandwidth of \( \frac{1}{N} \) under arbitrary traffic.

**Proof**

Similar to the proof of **Theorem 2**, consider the case in which \( Q_j(t) \to \infty \); according to WSCS, TX j is assigned at least one channel, and thus between two continuous slots there must be:

\[
\lim_{Q_j(t) \to \infty} E[q_j(t + 1)] - Q_j(t) = 0 \quad \forall j \in \mathcal{V}
\]

In the case of \( \mu_j \leq \frac{1}{N} \), the queue length is under control and all the arrivals to TX j will be fully served. When \( \mu_j \geq \frac{1}{N} \), the allocated service depends on the load of other TXs, but a minimum bandwidth of \( \frac{1}{N} \) is always guaranteed. This completes the proof.

3.9. Comparison with the distributed scheduling in TWIN

As briefly described in **Section 1.1**, two distributed algorithms are presented in SBS and DBS. In SBS, each source node decides its own transmissions independently, thus their signals may collide at the destination, which results in packet loss and throughput degradation. SBS is similar to slotted aloha in that the probability of collision can be 66% under heavy load or even higher in case of overload. On the other hand, DBS avoids collisions at destinations by granting only one source node for transmission. However, the contentions at source nodes still reduces the network throughput significantly. The analysis and simulations in show that the throughput of a 10-node network is approximately 65% under heavy load. In addition, each packet has to wait for the request-grant procedure before being sent out, which results in a packet delay that is at least three times of the propagation delay regardless of the load.

In contrast, the WSCS algorithm proposed in this paper achieves 100% throughput. At the same time, the delay is much lower than DBS since there is no waiting time for grants. Simulations in the next section show that the packet delay increases slowly from light to medium load, and the value under light load is dominated by the propagation delay.

4. Performance evaluation

This section evaluates the delay performance of WSCS using simulations. We choose a 10 Gb/s WDM network and set the slot size as 50 µs, which contains approximately 40 IP packets of the maximum size (1500 bytes). Since the performance of a wavelength tree is independent of the others, we only need to consider the performance of a single tree. Two models are considered in our simulations:

- Small network: contains 16 TXs and a receiver, and the propagation delays \( \delta_i \) and \( \delta_j \) are randomly generated between 100 and 1500 µs. Since the light speed in the fiber is approximately \( 2 \times 10^8 \) m/s, this model represents a typical metro network spanning a distance of approximately 300 km.

- Large network: contains 32 TXs and a receiver, and the propagation delays are randomly generated between 500 and 5000 µs. The network covers a much larger area (1000 km) than MAN and is used to verify the performance of WSCS in the case of a long propagation delay.

In our simulation, traffic arrivals to each queue are based on super-packets and are generated with a Bernoulli source. Two traffic distributions are adopted to examine uniform and non-uniform loads, respectively:
(1) Uniform: the network load $\rho$ increases from 0.1 to 1, where the arrival rate of each queue is equally set to:

$$\alpha_i = \frac{1}{N} \rho, \quad i \in V;$$  \hspace{1cm} (15)

(2) Non-uniform: the first queue is heavily loaded with a factor of $h(h \in [0,1])$, and the arrival rate for each queue is:

$$\alpha_i = \begin{cases} h \rho \frac{1-h}{N} \rho & \text{if } i = 1 \\ \frac{1-h}{N} \rho & \text{if } i \neq 1 \end{cases}, \quad i \in V. \hspace{1cm} (16)$$

In this case, TX 1 is subject to greedy traffic, while TXs 2–N experience normal traffic. Since the arrival rate for normal traffic may be less than $1/N$, even if the network is overloaded, our simulations are also performed under the condition $\rho > 1$ to examine the overload case.

To show the delay performance of WSCS clearly, the fixed part, propagation delay $d_i = \frac{\rho}{V_i}$, is removed from the results. Under uniform traffic, WSCS is compared with a fixed channel allocation where each CH is dedicated to TX i. Under non-uniform traffic, greedy and normal traffic are measured separately and the results under $h=0.2, 0.5, 0.8$ and 1 are presented. It is worth noting that $h=1$ means only TX 1 has a non-zero load and there is no curve for normal traffic. Fig. 14 shows the results of the small network and Fig. 15 is obtained from the large network.

Fig. 14. Delay performance of a small network.
From the results several characteristics of the WSCS algorithm can be observed:

(1) Low delay is achieved under light to medium load (e.g., $\rho < 0.6$) with both uniform and non-uniform traffic.

(2) When the network is heavily loaded with uniform traffic, WSCS outperforms fixed allocation, since the former performs adaptive bandwidth allocation according to the traffic fluctuation.

(3) Under a non-uniform load, normal traffic is well served and is guaranteed a $1/N$ bandwidth, even if the network is overloaded, e.g., with $h=0.5$, the delay approaches $\infty$ with $\rho \to 2$, where the arrival rate of normal traffic approaches $1/N$. At the same time, greedy traffic is fully served only when $\rho < 1$.

(4) The WSCS performance is stable for changes in network size.

In the case of a non-uniform load, as long as the thresholds are adjusted to be smaller than the critical values, normal traffic can easily accumulate enough packets to obtain a channel, even if its arrival rate is lower than for greedy traffic. This leads to a slow increase in delay for normal traffic under a medium network load, e.g., the curves in Fig. 15(b) with $\rho$ changing from 0.6 to 0.88.

When the network load continues to increase, critical thresholds are used, which increases the waiting time for normal traffic to be assigned a channel, and the delay for normal traffic increases quickly. On the other hand, the delay for greedy traffic increases slowly, and may even decrease in the case of large critical thresholds, as shown in Fig. 15(b) when $\rho$ changes from 0.88 to 0.98.

Under highly non-uniform traffic (e.g., $h=0.8$), the delay for normal traffic may decrease when $\rho > 1$, as shown in Figs. 14(d) and 15(d). This can be explained as follows. When $\rho = 1$, the arrival rate for normal traffic is much lower than the guaranteed bandwidth $1/N$, and an increase in arrival rate remarkably reduces the time used to accumulate enough super-packets to trigger a channel assignment; thus, the mean delay is decreased to a certain degree.

A possible approach to improve the delay performance for normal traffic under a heavy non-uniform load is to start a timer once the queue for a TX is non-empty; upon timeout, a channel is assigned to the TX, even if its queue length is still below the critical threshold. In this case, the delay performance is improved with some sacrifice of the bandwidth utilization; the details of this issue are left for future work.

It is proved in Theorem 3 that WSCS provides fairness on bandwidth allocation by giving each TX $1/N$ of the total link capacity. This is also verified in Fig. 14 and Fig. 15, where each node is guaranteed of the bandwidth regardless of its load and propagation delay.
Our simulations also reveal that the algorithm provides fairness on delay performance in that the difference of the queueing delay among different nodes is trivial, where the queueing delay is equal to the total delay minus the propagation delay. This property means that nodes close to the destination or scheduler do not get any privilege over those located far away, compares the average queueing delay of the flows originated from all the 32 nodes, where the traffic distribution is uniform and the load is increased from 0.1 to 0.9. The propagation delays from each node to the destination and the scheduler are randomly generated. It can be seen that although the propagation delays are quite different, the queueing delays are roughly the same.

5. Conclusion

A virtual fully connected (VFC) architecture is proposed for low-cost and high-performance WDM metropolitan area networks. VFC architecture avoids the use of expensive routers by providing single-hop transportation between node pairs; at the same time, it can be combined with a mesh physical topology to achieve high survivability under multiple failures. Medium access control and dynamic bandwidth allocation are realized by a scheduling algorithm called weighted slot-channel scheduling (WSCS), which provides 100% throughput and fairness guarantee under arbitrary traffic scenarios. Simulations show that a VFC network yields good delay performance under both uniform and non-uniform loads.

Based on the VFC architecture, there are several interesting issues to investigate in our future work. One such issue is to improve the efficiency by considering the multi-hop extension of the architecture with traffic grooming, such that when a node does not have much incoming traffic, its wavelength tree can be used to relay traffic to other nodes. Another issue is to increase the wavelength resource utilization. In the present architecture, the wavelength channels not occupied by the trees are unused until they are employed for failure recovery. By modifying the node architecture and network control schemes, such a resource may be used to carry traffic as well, which will definitely improve the resource efficiency. In addition, further investigation of the detailed protection/restoration scheme is also worthwhile such that the nodes and the schedulers can be coordinated for fast failure recovery, where certain proactive calculations and configurations are believed to be helpful.
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