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Abstract — For high data rate communication with the required Quality of Service (QoS) in 3G and 4G systems, Orthogonal Frequency Division Multiplexing (OFDM) is proposed, which is capable to resist the channel impairments caused by high mobility conditions, by dividing the frequency-selective fading channel into narrowband flat fading channels. In this paper two time-domain channel estimation techniques, Discrete Fourier Transform (DFT) and Discrete Cosine Transform (DCT), are compared, based on the time-domain channel impulse response (CIR) energy characteristics, having less complexity and efficient performance than Linear Minimum Mean Square Error (LMMSE) and Least Square Error (LSE). The effect of power limitation in terms of SNR and the number of multipaths for a wireless channel is determined to compare these transform approaches. Two well known performance criteria: Mean Square Error (MSE) and Symbol Error Rate (SER) are used for comparison by using Monte Carlo Simulations for Quadrature Phase Shift Keying (QPSK) modulation.
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Introduction

Orthogonal Frequency Division Multiplexing (OFDM), which allows the overlapping of the subcarriers but keeps them orthogonal to avoid inter-carrier interference (ICI) and inter-symbol interference (ISI) \cite{1}, has been adopted for mobile standards due to its ability to combat with the frequency-selective multipath fading channel effects and has high spectral efficiency.

For next generation wireless systems which are specially designed for audio and video processing, the fundamental demand is of the high throughput while maintaining the reliable communication, which can be made possible by the integration of the error-correcting codes, space-time coding (STC) and transmit diversity techniques \cite{2}. For all these operations channel state information (CSI) is required, for which we have two options: Blind estimation or non-blind estimation. In practical wireless systems non-blind channel estimation is preferred due to its dependence on the transmitted data and the previous channel states. For estimation of all sub-channels, training sequences can be added in two modes: Block mode and Comb mode. Later one is preferred due to the presence of Doppler Spread effect \cite{2}.

In frequency domain, channel can be estimated by either Least Square Error (LSE) approach or Linear Minimum Mean Square Error (LMMSE) approach. LSE has less complexity because it does not require channel statistics but the performance is degraded which can be improved by using LMMSE, having more complexity as it utilizes the autocorrelation matrix and the noise variance of the channel. This high computation required in LMMSE can be reduced by many approaches as discussed in \cite{3}. The performance of the low complex LSE can be improved by using a channel filter of more CIR samples or by increasing the multi-path channel taps, as proposed in \cite{3}.

Instead of frequency domain, channel can be estimated in time-domain by DFT-based approach, whose performance is better and complexity is less than LSE and LMMSE. The performance can be improved further by making a suitable selection of CIR and channel taps by using the Most Significant Taps (MST) method. In this method, the estimated channel in frequency-domain is converted to time-domain by using IDFT. Then this estimated CIR is passed through MST to suppress the noise by discarding certain CIR. The remaining significant CIR is transformed back to frequency domain by DFT, thus improving the performance than LMMSE and reduced complexity due to the presence of fast algorithms FFT and IFFT.
The performance of DFT-based approach degrades in case of non-integer spaced multipath delays due to the presence of the dispersed CIR. To avoid this problem, a new approach has been proposed, named as DCT/EIDCT. In this method, DCT is applied to get the channel response in transform domain, instead of DFT.

The rest of the paper is organized such that in Section II, OFDM system model is described, in Section III channel estimation algorithms are given along with their simulations in Section IV. Conclusions are drawn in last section of the paper.

System Model
Suppose an OFDM system is transmitting data over N subcarriers, where only \( N_D + 1 \) subcarriers are carrying useful information while others are used for guard band. On each subcarrier, data \( D_{i,n} \) is being transmitted, where \( i \) is the OFDM symbol number and \( n \) is the subcarrier number. The transmitted signal can be represented as [4]

\[
s(t) = \sum_{i=-\infty}^{\infty} \sum_{n=-N/2}^{N/2} D_{i,n} \psi_{i,n}(t) \otimes g(t)
\]  

(1)

Where \( g(t) \) is channel impulse response and \( \psi_{i,n}(t) \) is the pulse shaping filter used for subcarriers, described by [4]

\[
\psi_{i,n}(t) = \begin{cases} 
  e^{j2\pi \left( \frac{n}{T_u} \right)(t-\Delta-i\tau_s)} & \text{for } iT_s \leq t < (i+1)T_s \\
  0 & \text{otherwise}
\end{cases}
\]  

(2)

\( \Delta \) is the guard interval (GI) and \( 1/T_u \) is the subcarrier’s spacing so \( T_s = T_u + \Delta \) is the OFDM symbol duration.

OFDM data is passed through a wireless channel described by the following impulse response [5]

\[
g(t, \tau) = \sum_{i=1}^{L} \gamma_i(t)c(\tau - \tau_i)
\]  

(3)

Where \( \gamma_i(t) \) are multipath complex gains, which are wide-sense stationary (WSS) complex Gaussian Processes, limited to Doppler Frequency \( f_D \) and \( \tau_i \) are multipath delays, which are uncorrelated to each other and \( L \) is the number of multipaths.

In wireless channel \( c(\tau) \), the pulse shaping, is normally described by having a square-root raised cosine filter’s spectrum. After passing through the channel, the received signal in time domain will be

\[
y(n) = x(n) \otimes g(n) + n(n)
\]  

(4)

Suppose the quasi-stationary channel and perfect synchronization then the received signal at the \( n \)th subcarrier of the \( i \)th OFDM symbol is given by

\[
Y_{i,n} = H_{i,n} X_{i,n} G_T(n) G_R(n) + n_{i,n}
\]  

(5)

Where \( G_T(n) \) and \( G_R(n) \) are the frequency responses of the transmitter and the receiver’s pulse shaping filters, respectively, which are generally assumed to be one within a flat fading channel.

Channel Estimation
First in this section two state of the art channel estimation algorithms, LMMSE and LSE, are described and then DFT-based and DCT-based channel estimation is explained.

LMMSE Channel Estimation
LMMSE estimation of the channel vector \( g \) is given by [6]

\[
\hat{g} = \Gamma_{yy}^{-1} \Gamma_{gy} y
\]  

(6)

Where

\[
\Gamma_{yy} = \Gamma_{g\bar{g}} F^H X^H
\]  

(7)

\[
\Gamma_{gy} = X F \Gamma_{g\bar{g}} F^H X^H + \sigma_n^2 I_N
\]  

(8)

where \( \Gamma_{yy} \) is the auto-covariance matrix of the received data \( y \) and \( \Gamma_{gy} \) is the cross co-variance matrix between channel vector \( g \) and the received signal \( y \). \( \sigma_n^2 \) denotes variance of noise.

The estimated channel frequency response (CFR) \( \hat{h}_{\text{mmse}} \) is described as

\[
\hat{h}_{\text{mmse}} = F \hat{g} = F Q F^H X^H y
\]  

(9)

Where DFT-matrix \( F \) is used to convert the time-domain estimated channel vector i.e. CIR to the frequency domain i.e. CFR. The matrix \( Q \) is given by [6]

\[
Q = \Gamma_{g\bar{g}} (F^H X^H X F)\Gamma_{g\bar{g}}^{-1} + \Gamma_{g\bar{g}}^{-1} (F^H X^H X F)^{-1}
\]  

(10)

LSE Channel Estimation
In real-time processing, it is not possible to have prior channel statistics information, which is the fundamental requirement of LMMSE estimation. The only available information is about the transmitted data [7]. In LSE estimation, no probabilistic statistics of the
channel are required and we have to only make use of the transmitting signal model.

LSE estimation of channel is given by

\[ \hat{h}_{ls} = FQ_{ls}F^H X^H y \]  \hspace{1cm} (11)

where

\[ Q_{ls} = (F^H X^H X F)^{-1} \]  \hspace{1cm} (12)

\( \hat{h}_{ls} \) can also be written as [6]

\[ \hat{h}_{ls} = X^{-1} y \]  \hspace{1cm} (13)

The performance and complexity comparison of LMMSE and LSE with their different variants, based on CIR samples and channel taps, is described in [3].

**DFT-based Channel Estimation**

Since the energy of the channel is concentrated in time-domain, so DFT-based method is used to suppress the noise in time-domain to achieve good performance for low SNR [9]. The advantage of this method is that it is less complex than LSE since the complexity of N-point DFT operation is \( O(N \text{log} N) \). If number of pilot subcarriers is larger than the number of channel taps and all pilot subcarriers are equidistant, then the performance of DFT-based estimation is also good than LSE estimation [10]. For DFT-based channel estimation first we perform the LSE channel estimation that is given by

\[ \hat{h}_{ls} = X^{-1} y \]

By using the N-point inverse-DFT we can obtain the channel impulse response (CIR) from this channel frequency response (CFR) \( \hat{h}_{ls} \).

\[ \hat{R}_{ls} = IDFT[\hat{h}_{ls}] \]  \hspace{1cm} (14)

In multipath wireless channels, many samples of CIR have little energy so we take only first \( L \) samples having relatively more energy than noise [3], so we get

\[ \hat{R}_{ls} = \begin{cases} IDFT[\hat{h}_{ls}] & 0 \leq n \leq L - 1 \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (15)

Windowing functions can also be applied for this frequency leakage compensation [11]. Then increase samples by padding zeros

\[ \hat{R}_{ls} = \begin{cases} \hat{R}_{ls} & 0 \leq n \leq L - 1 \\ 0 & \text{otherwise} \end{cases} \]

\[ \hat{R}_{ls} = \begin{cases} \hat{R}_{ls} & N - L \leq n \leq N - 1 \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (16)

So CIR samples beyond \( L \) samples will contain only noise that is why this part will be discarded. We will consider only the first \( L \) samples for DFT-based channel estimation.

\[ \hat{h}_{ls} = \{DFT[\hat{R}_{ls}] \} \quad 0 \leq n \leq N - 1 \]  \hspace{1cm} (17)

This method can be used to improve the channel estimation accuracy without increasing the complexity because the IDFT/DFT transforms can be implemented with the fast algorithms IFFT/FFT. DFT-CE can be used to improve the performance of LMMSE channel estimation as proposed in [12], because from this method both the channel autocorrelation matrix and noise variance can be estimated.

**DCT-based Channel Estimation**

When the multipath delays are not integer multiples, then DFT-CE is not suitable due to frequency leakage which causes aliasing. Under this condition the performance can be improved by employing a window-based DFT method [11], but at the cost of more bandwidth utilization. The real time signal has smaller high-frequency components but the DFT approach results in high frequency component. This high frequency component can be reduced by DCT, which is extensively used for voice and picture processing, because DCT employs mirror extension of N-point data sequence to \( 2N \)-point data sequence, which removes the discontinuous edge.

First, the channel frequency response on the pilot subcarriers is obtained by using LSE estimation. After that we perform the DCT operation as [13]

\[ \hat{R}_{ls} = DCT[\hat{h}_{ls}] \]  \hspace{1cm} (18)

\[ = w_k \sum_{m=0}^{M-1} \hat{h}_{ls} \cos \frac{\pi (2m+1)k}{2M} \quad k = 0, \ldots, M - 1 \]

Where

\[ w_k = \frac{1}{\sqrt{M}}, \quad \text{for } k = 0; \quad w_k = \sqrt{\frac{2}{M}}, \quad \text{for } k = 1, \ldots, M - 1 \]

In next step zeros are inserted in the DCT domain. But different from DFT-based, zeros must be inserted at the end of \( \hat{R}_{ls} \).

\[ \hat{H}_{ls} = \begin{cases} \hat{R}_{ls} & 0 \leq n \leq M - 1 \\ \hat{R}_{ls} & \text{otherwise} \end{cases} \]  \hspace{1cm} (19)

IDCT can’t be directly applied to get CFR because DCT cause a shift in time-domain
data. To remove this shift effect extendible IDCT is employed, that is given by [14]

\[ h_{ls} = \sum_{k=0}^{M-1} w_k R_{P,ls} \cos \left( \frac{n}{N} + \frac{1}{2M} \right) \pi k, \quad (20) \]

\[ n = 0, ..., N - 1 \]

By exchanging the DCT and IDCT processes, the time-shift problem can be avoided but the performance degradation will occur at the spectrum edge [14].

**Simulation Results**

In this section, the performance comparison of DFT-based and DCT-based with LMMSE and LSE channel estimation approaches is evaluated by using MATLAB Monte-Carlo Simulations in terms of Mean Square Error (MSE) and Symbol Error Rate (SER). A Rayleigh fading channel having 64 multi-path channel taps, employing Jake’s models, is simulated on an OFDM system using QPSK modulation technique and 64-point FFT.

**MSE Comparison**

Figure 1 shows the performance comparison of DCT-CE and DFT-CE approach with LMMSE and LSE methods. It is clear from Figure 1 that LMMSE demonstrates better performance than DFT-CE and DCT-CE but this approach results in more computational time. The complexity can be reduced by using DFT-CE and DCT-CE methods and the performance degradation is not so prominent. Figure 1 also shows that DCT approach outperforms DFT approach at all SNR values.

In DFT-based CE method, the effect of discarding certain CIR samples by using MST processor is demonstrated in Figure 2. It is clear from Figure 2 that as we go on increasing the number of discarded CIR samples, the performance also degrades which is not prominent at low SNR but the at high SNR values, the performance degradation is severe.

The same performance behavior is also observed for DCT-CE approach, as shown in Figure 3. When CIR samples are reduced from 20 to 10, the performance degrades significantly. Under low SNR operating conditions, less CIR samples can be considered for less complexity but for high SNR we have to take more CIR samples having significant energy, otherwise the performance will degrade.

There are two options for DCT-CE, either apply DCT first and then IDCT or exchange these operations. The comparison between these two approaches is shown in Figure 4. The performance of DCT/IDCT is better than IDCT/DCT, especially for high SNR values. But both these methods outperform the DFT-CE. As we go on increasing the SNR, the performance of DCT/IDCT also improves than DFT and IDCT/DCT.

The comparison between DFT and DCT for different number of considered CIR samples is shown in Figure 5. For DCT, the CIR samples greater than 10 have no effect on performance and only complexity increases. But for DFT,
after 20 CIR samples, the performance behavior remains constant. So for DFT we have to consider more CIR samples than DCT approach to have same performance.

SNR values, while for less CIR samples SNR value has no significant effect on performance. The same behavior is observed for DCT case as shown in Figure.9.

SER Comparison

Comparison between DFT and DCT in terms of Symbol Error Rate (SER) is shown in Figure.7. Here again the performance of DCT is better than DFT. By increasing SNR, the performance of DCT increases while that of DFT remains constant, so there is no advantage of increasing SNR while using DFT-CE.

The effect of CIR samples on SER for DFT-CE is shown in Figure.8. For large values of CIR samples, performance improves for high

Conclusion

In this paper, the comparison of DFT-CE and DCT-CE is drawn on the basis of CIR and number of multipaths. These proposed methods show better performance and less complexity because they rely on LSE which does not require any channel statistics. DCT is preferred over DFT, to reduce the high frequency component, when the spacing between the
multipaths delays is non-integer value. For power-limited communication systems, less number of CIR samples are preferred for both DCT and DFT but under high power operating conditions, less CIR samples are discarded for better performance, which results in high complexity. For low SNR values, all DCT and DFT methods have same performance, but by increasing SNR, DCT/IDCT approach results in better performance than IDCT/DCT and DFT. In wireless communication, a system employing approximately 10 multipaths is preferred because more multipaths results only in more multipath delays and more complexity, not performance.
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**Figure. 9** SER v/s SNR of DCT-CE for different CIR Samples
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